
(27.1)

27 Cylinder Functions

Separation of variables of the Laplace equation in the cylin
drical coordinates requires Bessel and modified Bessel func
tions, which may perhaps be the most representative special
functions. Bessel and Neumann functions make a funda
mental system for the radial part of the separated equation
called the Bessel equation. Classical results about Bessel
and Neumann functions are summarized such as orthonor
mal relations (Fourier-Bessel-Dini expansion), generating
functions, integrals containing Bessel functions. Bessel func
tions with half odd integer parameter (or their streamlined
version: spherical Bessel functions) are required to solve the
Helmholtz equation in the spherical coordinates.

Key words: Bessel equation, Bessel function, Bessel's in
tegral, generating function, recurrence relations, cylinder
functions, zeros of Bessel functions, Neumann function, Han
kel function, Fourier-Bessel-Dini expansion, Modified Bessel
function, spherical Bessel function, partial wave expansion.

Summary:
(1) The Laplace equation in the cylindrical coordinates requires Bessel
and Neumann functions (27A.I, 27A.2, 27A.16). Pay attention to
the general shapes of these functions (27A.4, 27A.16).
(2) Bessel functions make an orthonormal eigenfunction set for the ra
dial part of the Laplacian (27A.2I-22).
(3) The Helmholtz equation in the spherical cooridnates requires spher
ical Bessel functions (27A.25-26).
(4) Many second order linear ODE can be solved in terms of cylinder
functions (27A.28).

27.A General Theory

27A.I Bessel's equation. In terms of z = ar, the equation (23.17)
(-423.9(1)) becomes

d
2
u 1 du ( m

2
)-+--+ 1-- u=O.

dz2 Z dz z2

381



Z = 0 is a regular singular point (-+24B.2(1)), and Z = 00 is an irreg
ular singular point (-+24B.2(2)).358

27A.2 Series solution to Bessel's equation around z = o. The
indicial equation (24.24) (-+24BA) is </J(JL) = JL2 - m2 = O. Choose
JL = m, al = 0, ao = 1/2m r(m + 1) and follow 24B.3. We get

(z)m 00 (-l)k (Z)2k
Jm(Z) = "2 Eklr(m+k+1) "2 (27.2)

This is called the Bessel function of order m (of the first kind). If
JLl - JL2 = 2m is not an integer (-+24B.6[1]), then J-m is a partner
(-+24A.13) of Jm in a fundamental system of solutions (-+24A.ll) of
(27.1). If m is a half odd integer, then Jm and J-m are still function
ally independent (that is, this is the case with no logarithmic term in
24B.7[22]).

If m is a positive integer, then Jm and J-m are not functionally
independent:

Jm = (_l)m J-m. (27.3)

This can be demonstrated from (27.2) with the aid of r( -m + k + 1) =
00 for k < m (-+9.1 or 27A. 7). In this case we need a different part
ner: Neumann functions (-+27A.15).

Exercise.
(A)
(1) Show that

(_1)k (z)m+2k (z)m (_1)k z2k ( 1 1)
k!r(m + k + 1) 2 = 2 r(m + 1/2)r(1/2) (2k)!B m + 2k + 2 .

(27.4)
(2) With the aid of the integral expression of the Beta function (9.22), show that
formally359

Jm(z) = r(1/2)r(~ + 1/2) (~) m11

t
m

-
1/ 2(1_ t)-1/2 cos[z(1 - t)1/2]dt (27.5)

for m + 1/2 > O.
(3) Now, changing the integration variable as t = sin2 0, this formula can be rewrit
ten as

1 (Z) m r
Jm(z) = r(1/2)r(m+ 1/2) 2 Jo cos(zcosO)sin

2
mOdO. (27.6)

Notice that the integration from 0 to 7r/2 and from 7r /2 to 7r are identical in this

case, so Jo
7r can be replaced by 2 Jo

7r
/2. This formula is called Poisson's integral

358Therefore, the Bessel function is a special function of confluent type (---+23.5).
359The exchange of the order of summation and integration can be justified.
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representation.
(4) If 1 - t = x 2 is introduced, then (27.5) can be rewritten as

1 mJlZ 1 2 m-1/2 izxd
Jm(z) = f(1/2)f(m +1/2) ("2) -1 ( - x ) e x.

(B) Demonstrate the following Whittaker's integral representation

I n+1/2(Z) = (_i)n f1rJ1 eizx Pn(x)dx.
v~ -1

Here Pn is the Legendre polynomial.
(C) Show

l
1r

/
2 sin x

Jo(xcos9)cos9d9 = --.
o x

[Hint. Use the integral of cosn 9.]

(27.7)

(27.8)

(27.9)

27A.3 Definition. The Bessel function of order l/ can also be de
fined by

J () 1 r -"-(t-1)t-(II+l)dt
liZ = 27riJce2 t ,

where C can be a unit circle centered at the origin,
number. Obviously,

(27.10)

and l/ any real

Jo(O) = 1, In(O) = 0 for positive integer n. (27.11)

For integer l/ this definition and the result in 27A.I are identical as
seen in 27A.4.

Discussion: Where did the Bessel functions appear first?
The position of the earth (x, y) on the rotation plane can be written as

x =a(cos¢ - e), y =a~ sin¢, (27.12)

where e is eccentricity, a the long radius, and ¢ the excentric angle measured from
the perihelion, and

¢ - esinq'> = vt, (27.13)

where t is the time since the earth passed the perihelion, and v is the average angular
velocity. Hence, if we can write down q'> as a function of t, then we can explicitly
obtain x(t) and y(t). Consider

dq'> 1
-= ,
dvt 1- ecosq'>

(27.14)

which is an even periodic function of vt. Hence, we can Fourier-expand it as

d¢- = 1 + 2: an cosnvt.
dvt n=lOO
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The coefficient can be computed as

an = 2~(1-eCOSc;i»-lcosnutd(ut),

211<= - cos[n(6 - ecos¢)]d¢.
1r 0

Comparing this with the generating equation in 27A.S, we obtain

(27.16)

(27.17)

(27.18)

Exercise.
Demonstrate

1 11<In(z) = _. eizcosil cosnOdO.
1n n 0

(27.19)

27A.4 Series expansion. With the change of variables from t to
u = tz/2, we rewrite the RHS of (27.10) as

~ (_:)11. r eu-z2/4uu-(II+l)du = ~ (:)11 f: (-l)m (:)m { eUu-(II+m+l)du.
21rz 2 lC I 21rz 2 m=O m! 2 lCI

(27.20)
The integral can be computed with the residue theorem (~8B.2) as

(
Z)II 00 (_l)m (z)2m

JII(z)= 2" ];omlr(v+m+1) 2" ' (27.21)

which is in agreement with (27.2). The series is convergent on the whole
complex plane. Due to the factor (_l)m it is clear that JII cannot have
any pure imaginary zero. From the formula, near the origin

..

(27.22)
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Exercise.
(This problem need not be here.) Demonstrate

11

tn+lJn(t)dt = In+l(l). (27.23)

27A.5 Generating function.

1 z(t_ 1 )ez t = (27.24)
n=-oo

This is from (27.10). This equation implies that I n for integer n is the
coefficients of the Laurent expansion (~8A.ll(2)) of exp[z(t - r 1)/2]
around t = O.

27A.6 Bessel's integral. Replacing t in (27.10) with ei8 , we have
Bessel's integral

1171"In(z) = - cos(nB - zsinB)dB.
1r 0

(27.25)

Exercise.
Show

(27.26)

27A.7 J-n(z) = (-1)nJn(Z). This can be obtained by replacing B
with 1r - Bin (27.25). (We have already shown this in 27A.2.)

27A.8 Sine of sine ~ Bessel functions.

sin(zsinB) = 2J1(z)sinB+2Ja(z)sin3B+2J5(z)sin5B+ .. ·. (27.27)

To show this rewrite (27.24) with the aid of 27A.7 as

00

e!:(t-f) = Jo(z) + L In(z)[tn + (- )nt-nj.
n=l

(27.28)

Now replace t with ei9 , and we get

eizsin9 = Jo(z) + 2iJ1(z) sin 9 + 2,h(z) cos 29 + 2iJ3(Z) sin 39 +.... (27.29)
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Splitting this into real and imaginary part, we get (27.27) and

cos(z sin 8) = Jo(;;) + 2h(z) cos 28 + 2J4(z) cos 48 + ..... (27.30)

Thus, when sine appears inside a trigonometric function, recall In.

27A.9 Recurrence relations. Differentiating (27.24) with respect
to z and comparing the coefficients of the power of t, we get

(27.31 )

In particular, with the aid of 27A. 7 we have

(27.32)

If we differentiate (27.24) with respect to t and then compare the coef
ficients of tn, we get

(27.33)

27A.tO Cylinder function. Any function f(z,1/) satisfying the fol
lowing relations is called a cylinder function:

f(z,1/ - 1) + f(z, 1/ + 1)

f(z,1/ - 1) - !(z, 1/ + 1)

1/
2- f(z, 1/),

Z

fJ
2 fJz!(z, 1/).

(27.34)

(27.35)

(27.31) and (27.33) thus imply that Bessel functions are cylinder func
tions.

Exercise.
(1) These relations can be rewritten as

dd
Z

[ZV Jv(z)] = ZV Jv-I(z),

d
dz[z-V Jv(z)] = _z-vJv+l(z).

(2) Derive

z-(v+m) Jv+m(z) = (_l)m (~ :z) m [z-V Jv].

Similarly, we can obtain
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(3) Integral related to the Fraunhofer diffraction through a circular aperture:

(27.40)

[Hint. Use 27A.6 and 27A.10.]

27A.II Zeros of Bessel functions.
(1) There are infinitely many zeros of In(z).
(2) All the zeros of I n for n > -1 are real and of multiplicity one except
z = O.
(3) z-nJn(z) has no zero of multiplicity larger than one.
(4) The zeros of In(z) separate the zeros of I n±l(Z).
[Demo] From the Bessel equation (27.1) by scaling with a constant a we get

(27.41)

Hence,

where 13 is another constant. Multiplying x and integrationg (27.42) gives

l b [ () ()] bdJn ax dJn f3x
(13 2

- a 2
) xJn(ax)Jn(f3x)dx = x d I n(f3x) - x In(ax).

o x dx 0

(27.43)
Since I n (x) is of order xn near x = 0 (-+(27.22)), if n > -1, the contribution
from x = 0 of the RHS of (27.43) vanishes. Choose a to satisfy In(ab) = 0, and set
13 =ct. Then I n(f3b) = 0 since all the coefficients in (27.21) are real (In(z) = In(z)).
For these choices, the RHS of (27.43) is zero, so we have

(27.44)

This implies ,82 = a 2 , that is a = ct, since there is no pure imaginary zeros (-+27.4).
That is, the zeros of I n are all real if n > -1.

The multiplicity of the zeros is known from the general property of the fun
damental system (-+24A.12). At z = 0 the coefficient function is not C 1 , so this
argument is not applicable to z = O. Thus (2) and (3) have been demonstrated.
Bessel's equation can be rewritten as

d2 U
dz2 +HU =0 (27.45 )

with U(z) = In/JZ and H(z) = 1 + (1/4 - n2 )lz2
• Let x E R be sufficiently large

to make H(x) > O. Suppose U > O. Then, irrespective of the sign of dUIdx (27.45)
tells d2U/dx2 < O. Hence, as long as U > 0, dUIdx decreases with the increase of x.
This continues until U = 0, but there dUIdx < 0 so U becomes eventually U < o.
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This argument can be continued indefinitely. Thus, there must be infinitely many
zeros for Jn' This is (1). (4) follows from

d ( ±vJ ) vdz z v = ±z Jv=p, (27.46)

which can be derived from the nature of Jv as cylinder functions (......27A.I0).

27A.12 Proposition. For x E R

IJo(x)1 < 1

IJn(x)1 < 1/V2 for n = 1,2"" .

(27.47)

(27.48)

The first inequality follows from (27.25). The second inequality follows
from the Gegenbauer-Neumann formula (---t27A.14. Expand the LHS
and compare it with the RHS. cf. 27A.15(2).).

27A.13 Addition theorem.
00

In(x + y) = L In-s(x)Js(Y),
s=-oo

(27.49)

n 00

L Js(x)Jn-s(Y) + L(- )s[Js(x)Jn+Ay) + In+s(x)Js(Y)].
s=o s=l

(27.50)

This follows from the generating function (27.24):

00 00 00

L In(x + y)tn = e(x+y )(t-1/t)/2 = L In(x)tn L In(y)tn.
n=-oo n=-oo n=-oo

(27.51 )

27A.14 Gegenbauer-Neumann formula.

Jo(VR2 + 2Rr cos, + r2)
00

Jo(R)Jo(r) + 2 L (_1)m Jm(R)Jm(r) cos m"
m=l

00

Jo(R)Jo(r) + 2 L Jm(R)Jm(r) cos m,.
m=l

(27.52)

[Demo] The second formula can be obtained from the first by r ...... -r and 27A. 7.
With the aid of the generating function 27A.5, we obtain

(27.53)
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Setting>. = eiO , this equation becomes

00 00

L In(eiOx)tn = e-(ix/t)sinO LeinOIn(x)tn. (27.54)
n=-oo n=-'X)

Following the demonstration of the addition theorem 27A.13, we obtain

n"foo In(eiOx+ei'Py)tn = e-(i/t)(xsinO+ysin'PJ [n"foo einO In(x)tn] [n"foo ein ,!, In(y)tn] .

(27.55)
Let x, y, () and 'P be real and xe iO + yei'P be real. Then, x sin () + y sin 'P = O.
Compare the coefficients of to:

00

Jo(x cos() + y cos'P) = L eim(O-'PJJm(x)Lm(y)
nl=-OO

Notice that if the imaginary part of ReiO + rei,!, vanishes, we can write

with '"Y = () - 'P. This concludes the proof. See 27A.2.

Exercise.
Show 11"In(Z)Jn(z') = - Jo(J z2 + z'2 - 2zz' cosO) cosnOdO

7r °
for n = 0,1,2, .....

27A.15 Integrals containing Bessel functions.
(1) From Bessel's integral 27A.6 for a ~ 0 and b> 0

(27.56)

(27.57)

(27.58)

(27.59)

Especially 10
00 Jo(bx)dx = lib. Replacing a in (27.59) with ia we get

(b> a assumed)

1
00 1

Jo(bx) cos axdx = .
o Jb2 - a2

(27.60)

Differentiating these equations w.r.t. a, we compute similar integrals
with insertions of powers of x. With the aid of (27.32) and integration
by parts, we obtain

roo b
Jo e-ax J1(bx )xdx = (b2 + a2 )3/2 .
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(2) From the Gegenbauer-Neumann formula 27A.14 with the aid of
the orthogonality of {coswy} we obtain (--*17.16 with l = 1f)

From this and (27.59), we get

(27.63)

Notice that this formula contains the generating function for the Leg
endre polynomials (--*21A.9), so that expansion in terms of r / R can
be calculated with the aid of Pn (cos,).
(3) [Weber's integral] Expanding Jv(bx) as in 27A.2 and termwise in
tegration (--*19.11) give for a > 0, b> 0 and for Rev>-l

(27.64)

(4) [Lommel's integral]

x
a2 _ f32 {aJn (f3x)Jn+1(ax) - f3Jn (ax) In+l (f3x)} ,

(27.65)
x

a2 _ f32 {f3Jn (ax)Jn - 1(f3x) - aJn (f3x)Jn+1(ax)}.

(27.66)

This follows from (27.43) and recurrence relations (--*27A.9).

Exercise.
Show 2100

cosxt
Jo(x) = - ~dt.

1r 0 1 - t2
(27.67)

27A.16 Neumann function of order m. When m E N\ {O}, we may
use the general theory or the procedure in 24B.7[22], but traditionally,
the following partner is chosen:

(27.68)

which is called the Neumann function of order m. For non-integer m
(27.68) is well defined and obviously a partner of Jm in 24B.1. If
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mEN, (27.68) becomes 0/0, so we interpret the formula with the aid
of l'Hospital's rule:36o

The general solution of Bessel's equation (27.1) is given by

(27.70)

Notice that Neumann functions are cylinder functions as easily explic
itly checked (~27A.I0).

Exercise.
Demonstrate that

(27.71)

27A.17 N n(z) is singular at z = o. This follows from explicit for
mulas in the z ~ 0 limit (see the footnote of the previous entry):

No(z) '" (2/1r) In(z/2),
Nn(z) '" -(n - 1)!(x/2)-n /1r for n = 1,2,···.

(27.72)
(27.73)

0.5

o

-0.5

11II.(% ,I,
N,(%) N

%) N,(' , %)
'No(%).NI(%)'t:'3 %

~

~ ?t ;;-

~"~\~'I N.(% N,(%) :(%) N,(%)"N,{z

,
/I

:r

-1.0o 1 2 3 • 5 6 7 8 9 10 11 12

360If we explicitly compute (27.69), we get

_~ " (.:.)_.!. ~1(m-k-1)! (.:.)-m+2k_.!.~¢(k+1)+¢(m+k+1) _ m(.:.)m+2k
Nm(z) - 1r Jm(~) In 2 1r t:o k! 2 1r t:o k!(m + k)! (1) 2 '

where l/J(z) = f'(z)jf(z). Thus this form is in conformity with the general theory
24B.7[22].
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(27.74)

27A.18 Lommels' formula. Since Jv and Nv make a fundamental
system of Bessel's equation (-+27A.16 and 24AA), their Wronskian
(-+24A.6) W must satisfy 24A.13, i.e.,

W() W; -lnx Wo
X = oe =-.

x

To calculate Wo we may use limx-->o xW(x) = Woo If v is not an integer,
Jv and J- v make a fundamental system (-+27A.2)' so

lim xW( Jv(x), J-v(x)) = lim x[Jv(x)J~v(x)-J~(x)J_v(x)] = _ 2 sin V1f,
x-->o x-->o 1f

(27.75)
where we have used the formula of complementary arguments for the
Gamma function 9.5. Thus, we obtain

2 sin V1f
W(Jv(x), J-v(x)) = - .

1fX
(27.76)

The result is correct even if v is an integer due to continuity. With the
aid of this formula and the definition of Nn in 27A.16, we obtain

(27.77)

This is called Lommel '8 formula.

Exercise.
Show
(1)

(27.78)

(2)

(27.79)

27A.19 Bessel function with half odd integer parameters (See
spherical Bessel functions in 27A.25). The Bessel and Neumann func
tions with half odd integer parameters can be written in terms of ele
mentary functions:

~
sinz J () _ ~cosz

---, -1/2 Z - ---
1f Vi 1f Vi
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(2 (sinz )V~ -z- - cos z ,

_ [2cosz, N-1/2(Z) = [2sinz,
V~ V~

(T ( . COSZ)1y:;;: smz + -z- .

(27.81)

(27.82)

(27.83)

Exercise.
Derive

m zm+l/2J2 (1 d) m (Sin z)
Jm +l/2 = (-1) -- -.-/7r z dz z

(27.84)

27A.20 Hankel functions. Hankel functions are defined as follows:

H~l)(Z)

H~2)(Z)

Jl1 (z) + iNn(z),

In(z) - iNn(z).

(27.85)

(27.86)

H~l) and H~2) make a fundamental system of solutions (----+24A.ll) for
the Bessel equation (----+27A.l).

Exercise.
Show

H (2) ( )H(l) () H(l) ( )H(2) ( ) _ 4n x n+l x - n X n+1 X --.
7rX

(27.87)

(27.88)

27A.21 Orthonormal basis in terms of Bessel functions. The
set of kets Ii, v) defined as follows is an orthonormal basis (----+20.10) of
L2 ([0, a], x) (----+ 20.19)

(xli, v) = J2 (v) Jv(r;v)x/a),
aJv+1( r i )

where r~v) is the i-th zero of Jv(x) (----+27A.ll). That {Ii,v)} is a
basis follows from the corresponding eigenvalue problem and the gen
eral theory (----+36.3). That this is normalized (orthogonality follows
from the general theory) is seen with the aid of Lommel's integral
(----+27A.15(4)). Using I'Hospital's rule, we take the a ----+ {3 limit to
obtain

'~100

xJvCr~V)x/a?dx = a; [J~(r~v)))2. (27.89)

This can be further transformed into the desired result with the aid of
a recurrence relation in 27A.9.
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The corresponding decomposition of unit operator 1 = L:~1 Ii, v)(i, vi
(20.15) implies (cf. 20.26 for the delta function with a weight)

(27.90)

27A.22 Fourier-Bessel-Dini expansion. f E L2([0, a], x) (---t20.19)
can be expanded as

where

00

f(x) = L CmJ1Arc;,lxja),
m=l

(27.91)

(27.92)

Notice that this is nothing but a standard generalized Fourier expansion
with a special choice of the orthonormal basis. Hence the analogues of
three key facts (---t17.8) holds.

27A.23 Modified Bessel functions. In terms of z = ar, the equa
tion (23.37) becomes (---t23.9(3))

d
2
u 1 du ( m

2
)-+--- 1+- u=O.

dz2 z dz z2
(27.93)

z = 0 is a regular singular point (---t24B.2(1)), and z = 00 is an
irregular singular point (---t24B.2(2)). If z in (27.1) is replaced with iz,
we get this equation. Hence, Jm(iz) and Nm(iz) are solutions. However,
with a suitable phase factor the following set is usually chosen as a
fundamental system of solutions (---t24A.ll)

mrri/2 J (. ) _ ~ 1 (~)2n+m (27.94)
e m ~z - ~ n!f(n + m + 1) 2

7r Lm(z) - Im(z) 7r emrri/2J_m(iz) - e-mrri/2Jm(iz)
- -
2 sin m7r 2 sin m7r

(27.95 )

I and K are called modified Bessel functions. They are not cylinder
functions.
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Exercise.
(1) Show the leading singularities:

K o(x) = -In x-, + In 2 + ,

Kn(x) = 2n - 1(n - 1)!x-n + .
(2) Demonstrate

00

cosh x = l o(x) + 2 L 12n (x).
n=1

(3) The solution to
u" - zu =0

(27.96)

(27.97)

(27.98)

(27.99)

is called Airy functions. They become useful to study asymptotic behaviors of the
Bessel functions for large Izi and Ivl. We can easily find a fundamental system for
this equation, looking at the table in 27A.28:

U1 = Ai(z) == ~ (ir/2 K1/3 eZ;/2) = z~2 [L1/ 3 CZ;/2) - Il / 3 eZ;/2)]
U2 = Bi(z) == z~2 [L1/ 3 CZ;/2) +11/ 3 eZ;/2)]. (27.100)

Ai (resp., Bi) is called the Airy function of the first (resp., second) kind.

27A.24 Helmholtz equation. For the equation of the type Lt'I/J =
ti,',p, where L t is a differential operator with respect to time, the sepa
ration of variables gives us the Helmholtz equation

(27.101)

where - is explicitly written, because the Laplacian is a non-positive
operator. The separation of variables in the spherical coordinates 'I/J =
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R(r )Y (0, cp) gives

(
1 a a 1 a2

)
sinOaOsinOaO + sin2 0acp2 Y(O,cp) = -f(f+1)Y(O,cp), (27.102)

(27.103)

and
~ d

2
rR(r) = (_K2+ f(f + 1)) RCr).

r dr2 r2

(27.102) with the periodic boundary condition on the sphere gives
eigenfunctions y£m(o,cp) (~26A.8) (f = 0,1,2,,,, and m = -/!,-/!+
1 ... -1 0 1 ... /! for each /!) We may assume, , "" .

00 R

'ljJ = L L Rlm(r)Y£m(e, cp).
R=Om=-e

(27.104)

(27.105)

Here Rim obeys (27.103).

27A.25 Spherical Bessel functions. Introducing u = ..j"K:FR(r) and
z = Kr, (27.103) becomes

d2 ,u ! du (_ (f + 1/2)2) _
d 2 + d + 1 2 U - O.z z z z

This is Bessel's equation (27.1) with m = .e + 1/2. Therefore, the
fundamental system of solutions for (27.103) consists of JR+1/2(Kr)/..j"K:F
and NR+1/2Kr) /..j"K:F. Thus the following spherical Bessel function je and
spherical Neumann function ne are defined:

je(z) ~ [7rJR+1/2(Z), ne(z) ~ [7rNe+1/2(z).
V~ V~

The general solution to (27.103) is given by

(27.106)

Aje(z) + Bne(z). (27.107)

The spherical Hankel function is also defined analogously

h(1,2)( ) _ {[;H(1,2) ( )
I X - 1+1/2 X •2x

(27.108)

Exercise.
(1) Demonstrate

. (.) sin x
)0 x =

x
(27.109)
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with the aid of the series expansion of the Bessel function. Also demonstrate

(2) Show

(3) Show

cosx
no(x) =--

x
(27.110)

(27.111)

(27.112)

27A.26 Orthonormal basis in terms of spherical Bessel func
tions. There is nothing new in the present case, since we know the
corresponding result for the Bessel function (--+27A.17). Therefore,

{f£ }
OO

2 1 . (I)

a3 . ((I»)Jl(Pi ria) ,
Jl+1 P, i=l

(27.113)

(27.114)

(27.115)

(27.117)

where p~l) = r~l+1/2) is the zeros of J1+1/2 (--+27A.ll), is an orthonormal
basis of £2([0, a]' r2 ) (--+20.19). For example, the decomposition of unit
operator reads (cf. 20.27)

8(x - y) _ 00 2 1 . (p~l)x) . (p~l)y)
-----=-----=--'-- - '"' - JI - JI -

x2 ~ a3 . ((l»)2 a a'
,=1 Jl+1 Pi

27A.27 Partial wave expansion of plane wave.
00

eikrcos9 = L(2l + 1)i1jl(kT)Pl(COSO).
1=0

[Demo] eik .r satisfies the Helmholtz equation (.6.+k 2 )u(1') = 0 (---.27A.24). Hence.
we may assume

00

eikrcos 0 = L cz]l(k1' )PI(cosO). (27.116)
1=0

Therefore, the problem is to determine the coefficients ct. With the aid of the
orthogonality of the Legendre polynomial (---.21A.5), we obtain

cljl(k1') = 2l +111

dxe ikrx PI(X).
2 -1

To evaluate the integral, integrate it by parts and ignore 0[1/1']. We have

j1'k l'k I'k 2i
l

( In)dxe' rXPI(X) "" -.-[e"" - (-) e-' r] = -sin k1' - - .
-1 zk1' kl' 2

(27.118)

Comparing this with the asymptotic formula for l' ---. 00. we arrive at ct = (2l + l)il.
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27A.28 ODE solvable in terms of Cylinder functions. Many
second order linear ODE can be solved in terms of cylinder functions.
See the table.

"" +z.-Iu ' + (:jcltl'.U =0

u" + [13c1a + (li( 4:::'» lu =0

u'~ +a.z"~= 0

u" + (e2<-.') u=O

u" + (e2/·-.2)z-4 u =0

u" + (~+2i)U' - (~±;-) u =0

""+u'- 4.,2-1 u=o
4%2

u" + (2. +l_ a )u, _ a(2. +1) u =0
% 2%

u" +C-z2« +213ri%7-1) u'

+ [«2~;'r'+13r(r- 2a)iz7 -'] u =0

u"+(~-2lanz )u'-(~+ ta;,')u =0

u"+(~+2cotz )u'- (~-co;,')u=O

u" +(~-21f) u' + (1_~+~2_.p' -~) u=O

" {'!'''''''(Z) _.:!.(~"(zl)2
u + 2 .p'(z) 4 ~'(z)

1 ](~'( »)'}+[(~(z»'+4-" ~.~ u=O

u" _ 'P'(z) u' +{~('P'(z»)' _.!. 'P"(z)
'P(z) 4 tp(z) 2 'P(z)

_~ (~"(Z»)' + .!.~"'(Z)
4 .p'(z) 2 ~'(:::)

+[(~(z»'+.!.-.,] (~'(Z»'}u =0
4 _ ~(Z)

,," _[1/I"(Z) + (2a -1) Iit'l z)] u'
~'(Z) 1/I(z)

+[«'_.'+ (~(z»'1(1/I'(Z»)' u =0
Hz)

Z.(z)

Z.(13z)

Z.(13z7 )

..riZ.({3z)

Z.(i%)

Z.(2i..r:z )

Z,,(...I73 .'af,z)

..1% Za(..f7j elaf2:::)

...I"%Z 1 (2..1«z·;')
;:+:i .+2

Z.(cz)

zZ.(ell')

ectlzZ.(z)

..I%e-'I2Z.(~)

z-'e"Zf2Z{~Z)

%"e±l#.7Z.({3z7)

_1_Z.(z)
COS%

_.I_Z.(Z)
slnz

exp(J~dz) Z.(z)

N(z) Z (.p(z»
\/ lI"(:::) •

I~z(~(z»
\/ ~'(z) •

(~(z»"Z.(Hz»
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Exercise.
Find the general solution to the following ODE

d
2
u (1 . 2 3 2 2 ))dz 2 + :2 + smh z - "4 (tanh z + coth z u = O.

27.B Applications to Solving PDE

(27.119)

(1) A circular membrane of radius a is applied a uniform force bsin wi
over the membrane. Find the forced oscillation.361

(2)362 Consider a disc of radius a whose center is located at the origin
in the xy-plane. The boundary is maintained at T = 0, and the initial
temperature is given by

(

x2 + y2)
T(x,y,O) = To 1- r 2 . (27.120)

Assume that the thermal diffusivity is /\'. Find T(x, y, t). The solution is
given in the form of Fourier-Bessel-Dini expansion (~27A.22). Com
pute the expansion coefficients explicitly with the aid of the following
formula

17r/2 2Vf(v+1)
dA. sinJ.!+1 A. cos2v+ 1 A.J (z sin A.) = J (z)'f' 'f' 'f' J.! 'f' v+1 p+v+1 .o z

(27.121 )
(3) Circular wave guide: The equation for </> = B z reads

(27.122)

on r = a with the boundary condition </> = 0. The field can be separated
as

</>( r, cp) = B(r )eim<P,

where m E Z due to the univalency of the field. B(r) obeys

d
2
B 1 dB ( m

2
)-+--+ k2 __ B=O.

dr2 r dr r2

Therefore, B = Jm(kr) is the eigenfunction.

361LSU82.
362 L138.
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